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Abstract

Traditional warehousing typically needs machine learning or manual tagging to classify
objects. However, this method is less robust and consumes a lot of labour and material
resources. Based on DenseNet, this work proposes a feature weighting convolutional net-
work recognition model and designs a set of software and hardware for data acquisition,
which is applied to the efficient classification of industrial parts in warehouse manage-
ment. Firstly, this work modifies DenseNet by embedding SE-Block, and replaces the
cross-entropy loss function with the focus loss function to optimize the model structure.
Secondly, a multi-view hardware and software acquisition system is designed to complete
the functions of part image acquisition, image preprocessing, model training and part
recognition. Finally, an industrial parts sorting experiment was designed. Compared with
the original DenseNet model, the proposed weighted convolutional network identifica-
tion model showed that the accuracy of the modified model was increased by 3.09% and
the convergence rate was significantly improved. The modified model proposed in this
work aims to improve the recognition accuracy of industrial parts in modern warehouse
management, so as to modify the classification efficiency of warehouse parts in production.

1 INTRODUCTION

Warehouse management is the core of the logistics management
system. With the expansion of production scale, a large number
of industrial parts enter the warehouse, and how to efficiently
identify the types of parts brings a greater challenge to the ware-
house system. The majority of part management in a traditional
warehouse involves manually labelling and placing each item in
its proper location, when the parts are broken, it is necessary
to find the corresponding parts to replace through manpower.
But the increase in the number of parts makes it more difficult
to manage, and does not avoid the problem of low efficiency.
The parts must therefore be moved about in the warehouse in
order to facilitate more organized and effective management.
With the advent and development of deep learning [1, 2] and
machine vision [3, 4], there are more technical ways to quickly
identify the type of parts and thus facilitate the quick finding
of parts, saving labour and time costs. The same approach has
been applied to intelligent assembly part recognition [5, 6] etc.
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Thus deep learning has a wide range of application scenarios in
the field of industrial part recognition and it is a more common
solution in this field today.

There are currently many cases of machine learning in
medicine such as Fang et al. combined DCNN with multi-
modality images for AD classification [7]; Juan et al. proposed
a vestibule segmentation network for CT images under the
basic encoder-decoder framework [8]. Machine learning is also
applied in agriculture [9, 10]. The method first requires data
analysis of the features that play a critical factor in the prediction
results, followed immediately by dimensionality reduction of
the data, which aims to remove some features that have a low
impact on classification while enhancing those that have a high
impact on classification. Following the aforementioned activi-
ties, the anticipated outcomes are produced from the previously
mentioned low-dimensional data, and the prediction algorithm
can be adjusted in accordance with the scenario. As mentioned
earlier, the machine learning approach relies on a large num-
ber of feature engineering, but in an industrial production
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environment with a large variety of parts, the features that
determine the class of parts need to be reanalysed when new
parts appear, so using the features observed by machine vision
combined with machine learning algorithms is not robust.

In recent years, as deep learning has been further developed,
it is applied in industry field. Deep learning is used to solve
problems encountered in the production process, such as the
application of machine learning to channel modelling, through
which the transmission efficiency of wireless communication
systems is significantly improved [11, 12]. Meanwhile, more and
more scholars have combined machine vision and deep learn-
ing and used them in the field of intelligent manufacturing, such
as waste classification [13] and defect localization in parts [14].
By combining machine vision with deep learning, industrial part
recognition has a wide range of application scenarios.

In the context of the current development of smart manufac-
turing and the integration of Internet and traditional industries,
the concept of smart warehousing was proposed. Smart ware-
housing is suggested as an effective solution to the rapid
classification of industrial parts to achieve storage and access,
which is a problem with the traditional warehouse management
system due to the increase in the number of parts and the fre-
quent flow of parts that consumes a lot of human and financial
resources. At present, there are two primary issues that need to
be resolved in the area of industrial part classification: first, how
to further modify the recognition model based on the existing
network to improve its classification accuracy for the character-
istics of industrial parts; second, how to design the appropriate
hardware and software collection framework for data collec-
tion work given that there isn’t a lot of industry-specific public
dataset and that training the model needs a lot of data.

Inspired by citations [5] and [21], this work proposes
a DenseNet-based feature-weighted convolutional network
recognition model for efficient classification of industrial parts.
The highlights of this work are:

1. Embedding SE-block in DenseNet to extract feature weights
to enhance the object features of useful information
while suppressing the features of useless information, thus
effectively improving the accuracy of the model; further opti-
mizing the proposed model structure by using the focal loss
function for the problem of classification difficulties caused
by similar shapes of some parts.

2. To address the problem of lack of open datasets, design the
hardware and software system for automatic industrial part
acquisition in practical industrial part classification appli-
cations, with functions of automatic part data acquisition,
preprocessing of acquired data, real-time part identification
and model training.

3. Since the collected images are difficult to be directly used
in the model training, the traditional image preprocessing
method is not targeted and efficient in the specified scene in
this work, so the Canny edge detection algorithm is modified
and a novel preprocessing process is proposed.

In Section 2, related work on the direction of industrial
part classification and edge detection are introduced. In Sec-
tion 3, the proposed classification model from two aspects:

model framework and loss function are described in detail. In
Section 4, a complete data acquisition scheme and data pre-
processing are presented. Experimental design and results are
discussed in Section 5. The conclusion is drawn in the last
section.

2 RELATED WORK

In this section, we summarize prior work on industrial part
classification, and then, we introduce related work on edge
detection.

2.1 Industrial part classification

AlexNet [2] led the research craze in this field after winning the
ILSVRC championship in 2012. Starting from LeNet [15], the
model structure of neural network superposition was proposed
for the first time, but the model did not achieve good results
due to the limitation of the computing power of computers at
that time. After AlexNet, ZFNet [16] explained the good per-
formance of CNN from the perspective of visualization and
adjusted the size of convolutional kernels to make the depth
features more robust. VGG [17] proposed a regular network
structure that standardized the design thoughts of subsequent
neural networks and became the backbone of many networks.
GoogLeNet [18] used convolutional kernels of different sizes
to design convolutional models of depth and width. ResNet
[19] and DenseNet [20] both use the thought of hop count
connection structure. DenseNet uses a multi-hop-connected
structure based on ResNet. These two networks validate the
feasibility of deeper networks. This work is a modification of
DenseNet to make it more applicable to similar parts classifi-
cation problems. In recent years DenseNet is also widely used
in various fields, Pi et al. proposed propose a method called
DNPPro based on densely connected convolutional neural net-
works to predict the promoter of Nannochloropsis [21]. Jiao
et al. present a novel DenseNet framework with attention mech-
anisms (AM-DenseNet) to extract lung feature of 1 COVID-19
patient [22]. With the improvement of model accuracy, more
and more scholars are applying deep learning to other fields
such as the power industry [23, 24].

With the development of artificial intelligence, industrial
part recognition methods have started to shift gradually from
traditional manual detection to deep learning detection, and
with the continuous improvement of algorithms a large number
of solutions have been implemented in the production environ-
ment with good results. Yang et al. proposed a precise precision
part classification method based on non-great suppression,
which outperforms the YOLO V3 algorithm in terms of
recognition accuracy and robustness [25]. Apostolopoulos et al.
proposed a multi-path VGG19, which allows additional local
and global feature extraction (multi-level feature extraction)
by using multiple processing paths, with an average classifica-
tion improvement of 6.95% over VGG19 [26]. Cheng et al.
combined integration learning with random cropping and devel-
oped a random cropping integrated neural network (RCE-NN)
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AN ET AL. 3

to overcome the complex background environment problem
[27]. Li et al. proposed an algorithm capable of accurate classi-
fication of parts, that is, a convolutional neural network model
based on the InceptionNet-V3 pre-trained model through
migration learning and reached an accuracy of 99.74% in the test
set, and the algorithm can be applied in the intelligent diagnosis
and maintenance of the parts with good prospects [28].

In industrial part classification, Hong et al. introduced a
method to relabel the detection result of vehicle parts [29].
Prasad et al. proposed a novel deep learning approach to classify
the various parts of any operational engine; it can qualitatively
classify and henceforth give the corresponding class label of
the machinery/engine part under consideration [30]. Abraham
et al. developed a two-level machine learning-based system to
classify different car parts [31]. As the demand for 3D vision
technology in industry continues to rise, 3D point cloud part
classification based on deep learning has received widespread
attention. Hao et al. introduced some of the mainstream part
inspection methods based on 3D point cloud data [32].

The industrial parts collected in closed space in this work
have the following differences from traditional data: First, there
are many kinds of parts involved in industrial production, and it
is difficult for traditional computer vision to solve these prob-
lems on such a large scale; second, in industrial production, the
objects identified are mostly related in the same production area,
such as mechanical parts and production materials. The differ-
ences between some parts are very small, which increases the
difficulty of recognition and classification to a certain extent;
third, the data are collected in a closed environment, which is
to reduce the positioning error caused by noise on the subse-
quent cropped images, so the classification results will rely on
the fixed background in the closed environment and reduce the
robustness of the model.

Based on the above characteristics, a modified DenseNet
model is proposed in this work. Firstly, the DenseNet model
can share information globally, and at the same time, there is
the problem that different feature information within the model
has the same influence factor on the classification results. Sec-
ondly, the dataset collected in this work is different from the
traditional dataset, because the environment simulated in this
work is an industrial closed environment, the background of
the images we collected is relatively stable and the differences
between different part categories are small, and there is similar
feature information interference leading to higher classification
difficulty. Finally, by analysing the above features, this work
highlights the useful information in classification by embedding
the SE-Block module in SE-ResNet. In addition to this, the loss
function is replaced with the focal loss function, which makes
the model more focused on the difficult classification problem
and effectively improves the convergence speed of the model.

2.2 Edge detection

Edge detection and localization are key steps in the image
processing process and have a wide range of applications
in fields such as medical image processing and mechanical
part recognition. Gong et al. proposed adaptive image seg-

mentation algorithm under the constraint of edge posterior
probability. Based on traditional filtering algorithms [33], Shi-
razi proposed a method to extend a one-dimensional step edge
detection filter to two dimensions by complex-valued filter-
ing [34]. The learning-based algorithm detects edges by using
a supervised model and hand-crafted features. Some models
[35, 36] relied heavily on manual labelling, although at the
time these algorithms showed advanced performance on the
BSDS500 dataset. In recent years edge detection techniques are
also evolving towards deep learning, Lu proposed the vector co-
occurrence morphological edge detection operator, which takes
the pixel and boundary information both into consideration
[37]. Wang proposed an edge detection method using local edge
pattern descriptors with multi-scale and multi-resolution prop-
erties [38]. He et al. proposed a bidirectional cascade network
(BDCN) structure to detect edges at different scales [39]. Recent
edge detection algorithms focus on the accurate detection of
object boundaries, and in this work, we choose to improve
on the Canny algorithm. Fuentes-Alventosa et al. proposed an
unsupervised distributed Canny edge detector based on GPU
to meet the edge detection real-time requirements [40]. Yang
proposed a method for improving Canny edge detection by
geo-information mapping [41]. Liu et al. studied an adaptive
multi-scale edge detection method based on the Canny algo-
rithm for human dynamic detection in virtual reality scenes,
which suppresses impulse noise interference and reduces the
possibility of false edges [42].

Inspired by citations [40] and [41], this work makes improve-
ments to the Canny edge detection algorithm. For the contour
characteristics of industrial parts, the curvature information of
the parts is increased by adding two tilt direction templates to
make the edge detection more accurate.

3 A FEATURE-WEIGHTED
CONVOLUTIONAL NETWORK
RECOGNITION MODEL BASED ON
MODIFIED DENSENET NETWORK

3.1 Part identification network
improvement analysis

In order to adapt to the problem of difficult classification of
similar parts encountered in industrial part classification, this
work modifies DenseNet by introducing a feature weighting
module after each Bottleneck to weight the features that are
important for category identification and suppress the features
that have a weaker impact on the classification results, so that
the classifier can focus more on the difficult categories. Addi-
tionally, the focus loss function, which is employed to lessen the
weight of simple-to-classify data, has been added in place of the
cross-entropy loss function in the loss function section.

3.1.1 Introduce SE-Block for feature weighting

After introducing SE-Block into ResNet, the model can obtain
information about the global sensory field through global
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4 AN ET AL.

pooling. The idea is to utilize a completely connected layer and
ReLU function to fuse and nonlinearly delineate the informa-
tion between each image feature channel, and to rescale the
features for each channel’s dependency using a fully connected
layer and Sigmoid function. This work draws on this method
and introduces SE-Block in DenseNet to alter the weights of
several significant feature channels.

DenseNet reuses the information within the model making
it possible to share the information globally within the model,
but this also causes a problem that different feature informa-
tion within the model plays the same weight on the results of
the classification. In this part acquisition system, the acquisi-
tion environment simulates a closed environment in industrial
production, so the background colours of the captured images
are all the same. Since the majority of the components are sil-
ver, the classification outcome is not influenced by the colour
feature information or other similar feature information. The
SE-Block module can weigh the extracted channel features,
which can enhance the useful information features and suppress
some useless information features. In light of considering the
above reasons, this work embeds SE-Block into the DenseNet
network. Therefore, considering the above reasons, this work
embeds SE-Block into the DenseNet network and proves the
rationality of this approach in the experiment.

3.1.2 Replace the loss function

Due to its ability to be applied during gradient descent compu-
tations to prevent the learning rate degradation issue brought
on by gradient dispersion, cross-entropy loss function was
employed for training models for classification problems. How-
ever, the traditional cross-entropy loss function cannot be
adapted to all cases.

Equation (1) is the formula for calculating the cross-entropy
loss in the multi-category task, where 𝜃 is the input parameter
of the model; n is the number of categories:

CE (𝜃) = −

n∑
i = 1

yi log(yi ) (1)

In this work, the focal loss Equation (2) is used to replace the
original loss function. The parameters 𝛼i and 𝛾 are parameters
that need to be adjusted manually. The parameter 𝛼 is mainly
used to solve the problem of unbalanced category data, and in
this work the parameter takes a value of 1 because the amount
of data in each category is approximately the same. Since some
industrial parts are similar in shape, when the classifier clas-
sifies the parts, the probability of the parts being recognized
into several similar categories is basically the same. (1 − pi )

𝛾

is used to focus on hard-to-classify samples. It can reduce the
loss contribution of easy-to-classify samples, thereby increasing
the proportion of losses of hard-to-classify samples. When pi
tends to 1, it means that the sample is easily to be classified,
and (1 − pi )

𝛾 tends to 0, indicating that the contribution to the
loss is small, that is, the loss ratio of the easy-to-classify sam-
ple is reduced. Therefore, by adjusting the value of 𝛾, the loss

TABLE 1 The details of improved DenseNet network.

Layer Output size DenseNet-121

Improved

DenseNet

Convolution 112 × 112 7 × 7 conv, stride 2

Pooling 56 × 56 3 × 3 average pool, stride 2

Dense block (1) 56 × 56

[
1 × 1 conv
3 × 3 conv

]
× 6

⎡⎢⎢⎣
1 × 1 conv
3 × 3conv
SE − Block

⎤⎥⎥⎦ × 6

Transition layer 56 × 56 1 × 1 conv

28 × 28 2 × 2 average pool, stride 2

Dense block (2) 28 × 28

[
1 × 1 conv
3 × 3 conv

]
× 12

⎡⎢⎢⎣
1 × 1 conv
3 × 3conv
SE − Block

⎤⎥⎥⎦ ×
12

Transition layer 28 × 28 1 × 1 conv

14 × 14 2 × 2 average pool, stride 2

Dense block (3) 14 × 14

[
1 × 1 conv
3 × 3 conv

]
× 24

⎡⎢⎢⎣
1 × 1 conv
3 × 3conv
SE − Block

⎤⎥⎥⎦ ×
24

Transition layer 14 × 14 1 × 1 conv

7 × 7 2 × 2 average pool, stride 2

Dense block (4) 7 × 7

[
1 × 1 conv
3 × 3 conv

]
× 16

⎡⎢⎢⎣
1 × 1 conv
3 × 3conv
SE − Block

⎤⎥⎥⎦ ×
16

Classification
layer

1 × 1 7 × 7 global average pool

100D fully connected, softmax

of easy categories can be reduced while paying more attention
to those difficult categories, so the focal loss function is used
instead of the cross-entropy loss function in this work. Through
experimental analysis, the accuracy of the model is highest when
𝛾 = 2. Based on the above reasons this work replaces the loss
function with focal loss function and proves the performance in
the experiments.

FL (pi ) = −

n∑
i = 1

yi𝛼(1 − pi )
𝛾 log(pi ) (2)

3.2 Feature-weighted convolutional
recognition network model

Table 1pt presents the specifics of the components’ classifi-
cation model based on the modified DenseNet-121 network,
and Figure 1 depicts the model’s general structure. The tradi-
tional DenseNet model is in column three of Table 1, while
the modified DenseNet model is in column four. It is clear
that the SE-Block module of the SE-ResNet model has been
added in the Dense-Block part of this model. A focal loss func-
tion is simultaneously used in place of the cross-entropy loss
function.

Since DenseNet generates a large number of channels, and
the features of different channels are different in importance
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AN ET AL. 5

FIGURE 1 Overall structure of the model.

FIGURE 2 The schema of original Bottleneck (left) and the
SE-DenseNet module (right).

to the classification task. The network structure of this work
is different from the original DenseNet-121. We combine the
channel attention mechanism with DenseNet, that is, the chan-
nel with more features is weighted in the channel dimension,
and the channel with a more favourable classification is given
higher weight. It can be seen from Table 1 that the whole
network contains four dense blocks, and each dense block con-
sists of many Bottleneck layers. Its structure is BN-ReLU-Conv
(1 × 1) -BN-ReLU-Conv (3 × 3). In this work, SE-Block is
added after each Bottleneck layer. Figure 2 shows the process
of migrating SE-Block into the network.

4 DESIGN OF SOFTWARE AND
HARDWARE SYSTEM FOR AUTOMATIC
INDUSTRIAL PARTS COLLECTION

In this work, we use supporting hardware and software for
image acquisition. The acquisition framework mainly provides
a confined space for part acquisition, and the software designed
to improve the acquisition efficiency includes functions such
as image acquisition and image processing, and is also used in
subsequent model training. In order to acquire a large number
of high-quality industrial parts datasets, this work uses tradi-
tional image processing methods such as Gaussian blur and
edge detection to locate and segment the captured raw images.
In this process, in order to improve the quality and acquisition
efficiency of the acquired images, the following two aspects are
modified: the edge detection algorithm is optimized to enable
it to obtain more part contour information; a complete acqui-
sition process is designed to automatically locate and segment
the parts in the images. The aforementioned effort aims to
lessen the impact of backdrop in the photographs on catego-
rization, remove redundant information, and crop the images
into consistent size image data.

4.1 Design of hardware

Figure 3 is the image acquisition frame, 1 is the aluminium
frame; 2 is a black acrylic plate, mainly used to reduce the reflec-
tion of light, so that the camera can capture the specific features
and contours of the parts; 3 is the acquisition camera. The whole
acquisition frame mainly has five angles of camera, which are
top, front, back, left and right. It can shoot the parts from multi-
ple angles, so as to speed up the efficiency of collecting datasets.
The soft light cover is not shown in the picture. It is mainly
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6 AN ET AL.

FIGURE 3 Image acquisition frame: (1) aluminium frame, (2) acrylic
plate, (3) camera, (4) LED, (5) bottom turntable.

used to place the parts in a closed environment to avoid the
interference of external strong light on the picture shooting, so
that the picture can only be taken to the approximate shape.
4 is an adjustable brightness LED lamp. Because the external
light cannot be irradiated in a closed environment, it is neces-
sary to provide a light source. Because the light of the LED is
bright, it will cause a loss in the quality of the image. Therefore,
a layer of the lamp shade is set on the LED lamp to form a dif-
fuse reflection and further improve the quality of the image. 5
is the bottom turntable. The parts are placed on the turntable,
and the angle of the parts can be automatically adjusted after
the motor is turned on. Only the top view is typically utilized
in the classic meaning of machine vision. In this work, parts
are photographed from a variety of angles to help extract part
information more effectively.

FIGURE 4 Software architecture.

4.2 Design of software

As the efficiency of collecting data manually is low, this work
designs an image acquisition software. The software runs on
a Windows system and is written by PyQT. Its architecture is
shown in Figure 4. There are four functional modules included:
image acquisition, image processing, management model and
image classification. Firstly, the image acquisition module can
control the camera of the acquisition frame to shoot the parts
on the turntable, and the taken photos can be placed in the spec-
ified folder. Secondly, the image-preprocessing module can crop
and augment the images under the specified folder. Then, the
management model can train the model and save the location
of the model. Finally, the image classification module can clas-
sify images in real time. Figure 5 is an example of some industrial
parts collected by this acquisition system.

4.3 Dataset preprocessing

Due to the low resolution of the image data collected by the
acquisition system, and the proportion of some parts in the edge
of the images or parts in the images being too small, the col-
lected original images cannot be directly put into the model for
training, and the position of the part needs to be located first
to facilitate segmentation. The correct positioning of the parts
depends on the binary image generated by Canny edge detec-
tion. Therefore, it’s crucial to understand how to maximize the
impact of Canny edge detection. However, the part photos gath-
ered by the aforementioned acquisition program will contain
noise information such as shadows and white spots in the black
backdrop owing to wear, aging, illumination, and other factors.
The edge extraction algorithm is sensitive to noise, and the noise
will affect the positioning of the part in the background, so it is
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AN ET AL. 7

FIGURE 5 Sample parts.

FIGURE 6 The processing of Gaussian filter with different radius.

necessary to remove the noise first. This work uses Gaussian
blur for noise reduction. When the radius of Gaussian blur is
larger, the image is smoother and the denoising effect is better,
but this will also cause the edge of the part to be excessively
smooth and cannot be detected. Figure 6 shows parts with
different filter sizes.

Figure 7 is the experimental picture of the parts under dif-
ferent Gaussian filter radii obtained by Canny operator edge
detection. The parts taken are silver parts with greater luster.
From Figure 7a, it can be seen that when the Gaussian blur
radius is 3× 3, more details of the part contour can be displayed,
but there will be more noise, which will lead to the inability
to correctly locate the position of the part. When the fuzzy
radius is further increased, the contour of the part in Figure 7b
becomes more and more blurred. When locating the position of
the part, because the contour of the edge disappears, it is easy
to cut out the information of the parts in the picture together
in the process of cutting. Therefore, in order to ensure that the

FIGURE 7 Canny edge detection diagram. (a) Gaussian blur radius is 3 ×
3. (b) Gaussian blur radius is 7 × 7.

edge obtains more information, the Canny operator edge detec-
tion is modified. At the same time, in order to correctly locate
the information, an algorithm is proposed to effectively locate
the position of the part and successfully cut the part from the
picture.

The traditional Canny operator has certain limitations. This
is because the shape of the part is diverse, and most of the parts
have a certain radian. The direction template of the traditional
Canny operator edge detection is only vertical and horizontal,
which will lose part of the information with radians. There-
fore, in order to solve this problem, this work increases the
radian information of the part by adding two inclined direction
templates.
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8 AN ET AL.

FIGURE 8 Template direction.

As shown in Figure 8, 8a and 8c are Canny’s templates, which
can be used to calculate the gradient values of each pixel in the
image in the horizontal and vertical directions. 8b and 8d are
newly added templates, representing the directions of 45◦ and
135◦, respectively.

In Figure 9a-c are respectively the traditional Canny operator,
the Canny operator with the direction template added and the
original figure. It can be seen from the figure that compared with
the traditional Canny operator, the edge contour of the Canny
operator after adding the direction template is clearer. It can be
seen from the selected parts of the red box and the blue box,
the contour in Figure 9b is clearer than that in Figure 9a. From

FIGURE 9 Comparison graph before and after the modification of Canny operator. (a) Traditional Canny. (b) Adding direction templates. (c) Original picture.

FIGURE 10 Flow chart of picture cropping.

a global point of view, the contour of Figure 9b is also clearer
than that of Figure 9a.

Through the above experimental comparison, due to the dif-
ferent material sizes of the parts, it is impossible to select a fixed
Gaussian blur radius to smooth the image. Therefore, this work
proposes a method to locate the position of the part and cut it,
as shown in Figure 10 as a specific flow chart.
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AN ET AL. 9

FIGURE 11 The appearance of parts.

In this flow, after Gaussian blur and Canny, the white part in
gray image is the main body of the part, and the black part is the
background. The value of the white pixel is set to 255, and the
value of the black pixel is set to 0. Then the program traverses all
rows and columns in the image, calculates the number of points
with a value of 255, saves this value as wpre , and saves the Gaus-
sian radius rpre(default 9) used at this time. Judging whether rpre
is greater than 0, if it is greater than 0, rpre-2 is assigned to rnext ,
rnext is used as a new Gaussian radius and Canny is used again.
The image is traversed, and the number of points with a value
of 255 is assigned to wnext . At this point, wnext is compared with
the previous wpre . If the ratio of wnext to wpre is 1.1 and above, it
shows that the value of wpre is too large and the information of
the part losses. So, wnext needs to be assigned to wpre, and then
re-execute this step. If the ratio of wnext to wpre is less than 1.1,
it shows that the Gaussian filter will not have a great impact on
the information of the part, and the image can be cut next.

Following the above steps, the program traverses the images,
sets the horizontal coordinates of the white pixel points in the
leftmost column to x1, the leftmost column to x2, the vertical
coordinates of the top row to y1, and the bottom row to y2.
To get the complete part and the subsequent expansion of the
dataset, the x-axis and the y-axis are expanded by 30pixe points,
that is each image will be segmented into |x1 − x2|+30*|y1 −

y2|+30. If this size exceeds the image boundary, the image

boundary is used as the crop boundary, and then scaling images
to a fixed size.

In this work, 100 kinds of parts are selected as the original
collected images, and the software designed in this work is used
to collect images. There are a total of three angles of the camera.
Because different parts have different shapes, for example, some
parts have similar sides, and some of the shapes seen from the
side are not similar, different parts will have different numbers
of datasets. Most of the parts were picked up by three cameras
and numbered between 50 and 60. Through a series of data
augmentation, the number has been increased to between 500
and 600. The term data augmentation mainly includes flipping,
rotating, deforming, cutting, increasing noise, etc., which effec-
tively suppress the generation of overfitting problems. Figure 11
shows some pictures of the parts after data augmentation.

5 EXPERIMENT

5.1 Experimental environment

The PyTorch framework serves as the foundation for the model
framework, picture enhancement, and image reading in this
study. Numpy is used to handle image data, and Tensorboard
is used to visualize experimental results. The experiment makes
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10 AN ET AL.

TABLE 2 Experimental environment.

Index Parameter

CPU Intel Core i9

GPU RTX3090

RAM 64GB

Frame PyTorch

Language Python3.7

TABLE 3 Comparison of three models to evaluate.

Original

DenseNet

model

Adding

SE-Block

Replacing loss

function

Model A ✓ × ×

Model B ✓ ✓ ×

Model C ✓ ✓ ✓

FIGURE 12 Comparison of the accuracy between SE-Densenet and the
orginal one.

use of 10-fold cross-validation, in which 600 photos are ran-
domly divided into 10 portions with a 9:1 train-to-test ratio, and
the findings of several groups are averaged to lessen variation.
Table 2 depicts the experimental setting.

5.2 Experimental result

In this work, the model is trained under the PyTorch open-
source framework. According to the modified DenseNet model
above, the model is used to classify 100 classified industrial
parts. In the training, the network model adopts the Adam
algorithm and its learning rate is selected as 0.01.

The experiments are conducted on three models. Model A is
the original DenseNet network. Model B is the SE-DenseNet
that only added SE-Block. Model C is the proposed modified
DenseNet in which SE-Block is added and the loss function is
replaced. Table 3 shows the comparison of the three models to
evaluate.

Figure 12 reveals the accuracy comparison diagram of Model
A (original DenseNet network) and Model B (SE-DenseNet).

FIGURE 13 Ablation experiment on precision of loss function.

FIGURE 14 Ablation experiment on the loss of loss function.

The shadow part is the actual accuracy curve of the two models,
and the curve is the line segment smoothed by Smooth = 1.
It can be seen from the figure that the two models oscillate
at the beginning of training and the amplitude is large. After
many iterations, the accuracy gradually approaches to be gen-
tle. Model A achieves 88.47 % accuracy after 110 rounds of
training, while the accuracy of Model B reaches 91.09 %, with a
2.62 % accuracy improvement. In addition, it can be seen from
the diagram that Model B rises faster than the original network
Model A.

Figure 13 represents the result of ablation experiment on
precision of loss function. The accuracy of Model B reaches
91.09 % after 110 rounds of training, while the accuracy of
Model C reaches 91.56 %, with an improvement of 0.47 %.
We can see the curve after Smooth = 1 smoothing. Model
C rises faster than Model B, and the accuracy of the shadow
part is also higher than Model B. This is mainly because some
industrial parts have similar parts in shapes, some categories of
parts are difficult to classify. By replacing the loss function, the
model can pay more attention to categories with similar part
shapes.

Figure 14 shows the result of the loss comparison between
Model B and Model C. It can be seen from the figure that the
downward trend of Model C is significantly faster than that of
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AN ET AL. 11

TABLE 4 Comparison of loss in ablation experiments.

Model B Model C

Loss 0.1014 0.152

TABLE 5 Test accuracy of three models.

Model A Model B Model C

Accuracy 88.47 91.09 91.56

TABLE 6 The accuracy comparison between the model in this work and
other models.

Model Testing accuracy Training accuracy Epoch

AlexNet 80.42 84.21 200

ResNet 86.23 91.45 120

VGGNet-16 82.76 85.4 200

Modified DenseNet 91.56 96.8 120

Model B, so the model can reach the optimal point faster. And
the curve after Smooth = 1 decreases significantly faster than
the former. As shown in Table 4, the loss of Model B and Model
C is 0.1014 and 0.152 respectively. It can be found that the value
of the loss is reduced, indicating that the model convergence
effect is better (The figure only shows part of the change pro-
cess, because cross-validation is used in this work, only when the
result of the test set is poor, it can be explained that the model is
overfitting. It can be seen that the model with the replaced loss
function has a better result).

Table 5 gives the test accuracy of three models. The accu-
racy of the three networks on the test set are 88.47, 91.09,
and 91.56 respectively. Experiments show that Model C, the
modified DenseNet network, has better accuracy.

In addition, this work also compares with other models. As
shown in Table 6, the test accuracy, training accuracy and train-
ing times of the model are respectively. In this training, the
model uses the same parameters. It can be seen from the exper-
imental results that the model in this work can achieve higher
accuracy with fewer epochs. AlexNet and VGGNet-16 have no
residual structure, so the relative accuracy is low, and the speed
of convergence to the best accuracy is slow. The model in this
work improves the model for some features in the part, and has
a greater accuracy improvement than other models. Within the
allowable range, our model can achieve better results with fewer
training epochs.

6 CONCLUSION AND FORESIGHT

In this work, a classification model based on a modified
DenseNet network is proposed. In order to optimize the fea-
ture information weight of Dense Block in DenseNet, this work
uses SE-Block to re-weight the weight of feature information.
In this way, the weight of feature information that plays a deci-

sive role in classification can be effectively enhanced, which can
effectively improve the accuracy of the model. Considering that
there is a certain similarity between the targets, the focus loss
function is used instead of the cross-entropy loss function, so
that the model can focus on the difficult classification, thus
further improving the accuracy of the model. This modified net-
work is applied to solve the large-scale classification problem
of industrial parts. This work develops a collection framework
that offers a closed environment for portion collection and inte-
grates the UI interface based on the collection framework to
address the issue of low efficiency and quality of data collec-
tion. The software is written by PyQT, and its functions include
image acquisition, image processing, management model and
image classification. Aiming at the problem that the collected
image pixels are too large to be directly put into the model train-
ing and the proportion of the part body in the image is too small,
the Gaussian smoothing denoising is used, and then the Canny
operator edge detection is used to determine the position of the
part in the image. Finally, the image is cut according to the posi-
tion. The purpose of Gaussian smoothing is to prevent noise
interference positioning. Aiming at the radius selection problem
of Gaussian filtering, this work proposes an algorithm that can
automatically select an effective radius value. For Canny opera-
tor edge detection, this work improves it by adding 45 ◦ and 135
◦ direction templates. After locating the part, it is cut and scaled
to a uniform size, and then put into the model training. Finally,
the modified network was subjected to ablation experiments
and comparison experiments with other networks on the dataset
collected in this work. The experimental results show that: The
use of a feature weighting module and focus function improves
the classification accuracy to a certain extent. The network pro-
posed in this work has the best performance in classification
results compared with other classification networks.

The research direction of this work can be further modified.
In this work, the parts with obviously different shapes or large
appearance gaps are used, that is, the classification problem of
the general direction is dealt with. For some parts with similar
shapes and only different sizes or details, how to collect data and
how to effectively identify them is a direction worth studying
in the future industrial field. In this work, we did not compare
our network with the latest ones, only compared with several
classic networks. In the follow-up study, we will further improve
our experiment by comparing the modified model with recent
architectures. We will also explore more innovative approaches
that are not limited to the work on attention modules or loss
functions.
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