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A B S T R A C T

With the growing interest in data-driven methods, Graph Neural Networks (GNNs) have demonstrated strong
performance in PM2.5 forecasting as a deep learning architecture. However, GNN-based methods typically
construct the graph based solely on the distance between stations, and few methods introduce geographical
factors that significantly affect the spatial dispersion of PM2.5, leading to performance bottlenecks. Additionally,
these methods often fail to process the dynamic wind–field data comprehensively, resulting in inaccurate
PM2.5 dispersion graph construction. These shortcomings greatly limit the interpretability of GNN models in
forecasting air pollution. To address these issues, we propose a deep learning method that combines Graph
Convolution Network (GCN) with Long Short-Term Memory (LSTM), leveraging geographical information
within a dynamic graph. The model captures spatial dependencies between PM2.5 monitoring stations using
a dynamic directional graph derived from the wind–field data and a static graph to represent inherent
geographical relationships. The combination of GCN and LSTM enables the extraction of both spatial and
temporal correlations. The results of experiments suggest that our proposed model, which offers great
interpretability, outperforms state-of-the-art methods, especially in 24, 30, and 36 hours forecasts.
1. Introduction

PM2.5 is a significant component of atmospheric pollutants. Similar
to other meteorological forecasts, PM2.5 forecasting has mainly been
dominated by model-based methods over the past few decades, achiev-
ing certain accomplishments. Representative models include the Nested
Air Quality Forecasting Modeling System (NAQPMS) (Wang et al.,
2001), the Community Multiscale Air Quality (CMAQ) model (Foley
et al., 2010), and the Weather Research and Forecasting model coupled
with Chemistry (WRF-Chem) (Saide et al., 2011; Goldberg et al., 2019).
For these models, accuracy largely depends on the meteorological and
physical knowledge incorporated during modeling, which makes them
highly interpretable. However, the computational complexity becomes
a severe limitation, and the scalability struggles to keep pace with the
increasing dimensions and volume of data (Lam et al., 2022).

In recent years, data-driven Machine Learning methods have demon
strated advantages in various physics-related domains, including solid
earth science (Bergen et al., 2019), material science (Himanen et al.,
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2019), and meteorology (Lam et al., 2022; Ben Bouallègue et al., 2024).
These methods have also been applied to PM2.5 forecasting (Karimian
et al., 2019; Wu et al., 2023). Machine Learning approaches generally
exhibit better scalability with data, potentially achieving higher accu-
racy at lower computational costs. Recurrent Neural Networks (RNNs),
particularly Long Short-Term Memory (LSTM) networks, have been
employed as proficient methods for time series problems to capture
the periodicity and tendency of PM2.5 concentrations (Zhao et al.,
2019; Tsai et al., 2018). Recognizing that PM2.5 dispersion involves
both temporal and spatial correlations, some studies have attempted to
incorporate Convolutional Neural Networks (CNNs) or Transformers (Li
et al., 2020; Yu et al., 2023). The combination of CNN and LSTM has
shown improved results in PM2.5 forecasting problems (Qin et al., 2019;
Wu and Li, 2022).

However, the relationship between monitoring stations cannot be
fully captured in Euclidean space, as it involves not only distance but
also factors such as terrain, landform, and wind direction. As a result,
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data mining, AI training, and similar technologies. 
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these data are more appropriately represented in non-Euclidean space,
which is incompatible with CNNs. Additionally, CNNs tend to focus
on local spatial features, often neglecting long-range spatial relation-
ships. Although Transformers do not have these limitations, they face
significant computational challenges as input window sizes increase.

Graph Neural Networks (GNNs), as a method commonly used for
andling non-Euclidean spatial relationships, have garnered wide
pread attention in the fields of social networks (Li et al., 2023),

biotechnology (Zhang et al., 2021), and knowledge graphs (Ye et al.,
2022). Compared to other methods, GNNs can select which parts of
epresentation interact with one another by the input graph, and allow
he interaction over any range. This capability enables them to achieve
ood performance in fields closely related to real-world physics, such as
eather forecasting, as demonstrated in several studies (Keisler, 2022;

Ma et al., 2023). Some researchers have applied GNNs to PM2.5 forecast-
ing as well and achieved good results (Qi et al., 2019). Nevertheless,
GNN-based models need to obtain the correlations between stations,
making it essential to establish accurate graphs containing sufficient
information. To enhance the information encoded in the edges between
stations, Zhou et al. utilize dynamic wind–field to establish a directional
graph (Zhou et al., 2021), which has been adopted in some graph-
based PM2.5 forecasting models with different structures (Zhou et al.,
2022). This approach obtains the edge weights by calculating the wind–
field distance (refers to the method of Li et al. (2014)) and finding
he shortest distance, potentially overlooking non-primary dispersion
aths. Xiao et al. propose to calculate the wind–field relationship by
he wind speed and direction between stations (Xiao et al., 2022). The

downside is that it fails to mention how to obtain wind vectors between
stations using gridded wind–field data. Besides the wind–field informa-
tion, meteorological factors have been increasingly incorporated into
the models (Muthukumar et al., 2021; Wang et al., 2023). However,
most geographical factors apart from distance have generally been
neglected. Some geographical factors, such as mountains, forests, and
uildings, can also have a considerable impact on PM2.5 dispersion (Xu

et al., 2021; Yousefi et al., 2023).
To address the aforementioned limitations, we propose a novel

pproach DGGNN (Dynamic Geographical Graph Neural Network) to
xtract geographical dependencies in PM2.5 forecasting. As important
actors in PM2.5 dispersion, wind–field and geographic relationships are
mbedded into dynamic and static directional graphs, respectively. The
patial dependencies among stations are learned by a graph convo-
ution network layer. The continuous change wind–field information
s embedded as a dynamic map and input into the neural network.
ompared to previous methods, the most notable advancement of our
pproach lies in the introduction of a static graph to represent the
nherent relationships between nodes (i.e., the geographical relation-
hips between stations). By learning this graph directly from the model,
he accuracy of edge embeddings can be significantly enhanced. We
hen use LSTM for the output sequence of graph convolution to extract
emporal information and obtain forecasting results through a fully-
onnected layer. Finally, we conduct a set of experiments to compare
ur model with baseline models (LSTM, GC-LSTM, and STGCN). The
esults demonstrate the high effectiveness of the proposed approach.

2. Related work

2.1. Physical statistical methods

Based on air dynamic theory, meteorology theory, and atmospheric
physical chemistry knowledge, physical statistical methods can achieve
relatively accurate results on a small area and dataset. Recent studies
have made improvements on the classic models, such as CMAQ, WR-

hem, and NAQPMS. For example, Li et al. combine the meteorology
ield generated by WRF with CMAQ model for PM2.5 and 𝑂3 prediction
n Xianghe and Taizhou (Li et al., 2022).
 p

2 
In addition, with the development of new-generation geostation-
ry satellites, optical data based on satellite retrieval promoted the
mprovement of models. Yeganeh proposes a satellite-based model to

estimate the ground-level PM2.5 concentration with soft computing
ethods (Yeganeh et al., 2017). Park et al. propose to estimate the

patially continuous daytime particulate matter concentrations through
he synergistic use of satellite-based AOD and numerical models (Park

et al., 2020). Hong et al. develop an empirical and statistics-based
cheme for improving the PM2.5 prediction of WRF-Chem using aerosol
ptical depth (AOD) data assimilation methods (Hong et al., 2020).
owever, the data of higher precision and resolution are not easily

utilized by the model-driven physical statistical methods. Therefore,
people are beginning to seek methods for better handling large amounts
f data, such as machine learning and deep learning methods.

2.2. Machine learning methods

Machine learning methods can complete classification or regression
asks without extensive professional theoretical knowledge, but rely
n a large amount of real historical data. Some researchers have
een applying universal and effective machine learning methods on
M2.5 prediction. Ma et al. establish a modified XGBoost model to
onduct PM2.5 forecasting in Shanghai, and achieved better results
n comparison with WRF-Chem (Ma et al., 2020). Zhan et al. de-

velop a novel machine learning algorithm, Geographically-Weighted
Gradient Boosting Machine (GW-GBM) to address the spatial non-
tationarity of the relationships between PM2.5 concentrations and

predictor variables (Zhan et al., 2017). Udristioiu et al. propose to
combine the models like Input Variable Selection (IVS) and Machine
Learning to forecast the daily concentrations of PM2.5 and Air Quality
Index (AQI) (Udristioiu et al., 2023). Zhao et al. propose a Hybrid
Integration (HIG) algorithm to optimize RNN and LSTM. The results
how that the HIG-RNN and HIG-LSTM are more advantageous than

the ordinary method in terms of reasonable weight assignment (Zhao
et al., 2024). Dai et al. propose a hybrid model combining XGBoost,
our GARCH models and MLP model(XGBoost-GARCH-MLP) to predict
PM2.5 concentration values and volatility (Dai et al., 2022). Aman et al.
use AOD as the main predictor variable to predict PM2.5 in Greater
Bangkok by four individual machine learning models (Aman et al.,
2024). Although it is possible to learn the potential patterns and rules
from historical data to achieve a better performance, machine learning
methods have significant deficiencies in the processing of complex data
and feature extraction capabilities. Therefore, deep learning methods to
address this issue have become a trend in recent years.

2.3. Deep learning methods

As the computing power bottleneck is broken through, deep learn-
ing methods have become popular in air pollution prediction. Zhang
t al. propose a deep learning model based on an auto-encoder and
idirectional long short-term memory (Bi-LSTM) to forecast PM2.5
oncentrations to reveal the correlation between PM2.5 and multi-
le climate variables (Zhang et al., 2020b). Zhang et al. propose a

PM2.5 prediction model MTD-CNN-GRU model for intensive stations
and utilize multi-task deep learning to effectively mine deeper air
quality information (Zhang et al., 2020a). Faraji et al. combine a
three-dimensional convolutional neural network and gated recurrent
unit (3DCNN-GRU) to learn spatial patterns from similar air quality
stations (Faraji et al., 2022).

Noting the advantages of graphs in modeling stations in non-
Euclidean space, an increasing number of studies are using graphs to
model the spatial relationships of pollutants. Tan et al. propose an
ensemble Graph Attention Reinforcement Learning Recursive Network
to aggregate spatial–temporal correlation (Tan et al., 2022). Teng et al.
pply a hybrid graph deep neural network (GNN-LSTM) to represent the
hysical mechanism of pollutant transport across the space (Teng et al.,
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Fig. 1. Study area and stations.

2023), and use AOD as a feature to improve performance. Kim et al.
develop a novel framework PM2.5 prediction that utilizes multiple edges
for feature extraction and employs a multi-gated graph neural network
for feature calculations (Kim et al., 2023). To model the complicated
dispersion process of PM2.5, Ouyang et al. propose a Dual-Channel
Spatial–Temporal Difference Graph Neural network (DC-STDGN) to
capture more comprehensive spatio-temporal correlations by introduc-
ing spatial differences with domain knowledge (Ouyang et al., 2023).
Zhang et al. propose to capture the spatial dependencies by employing
the dynamic multi-graph attention (MGAtt) module, which achieved
superior performance in PM2.5 concentration prediction (Zhang et al.,
2024).

Compared to CNN-based models, which ignore the non-Euclidean
characteristics of spatial–temporal data, graph-based methods adeptly
address this issue. However, the existing graph-based methods do not
consider geographical factors comprehensively when constructing the
graphs, leading to inaccurate modeling of interrelationships between
stations. Therefore, we propose a novel method to address this issue
by introducing a geographical relationship graph, and using the GNN
model to learn spatial and temporal features. This approach allows
for a more comprehensive consideration of the relationships between
stations.

3. Materials

3.1. Observed PM2.5 concentration datasets

The real-time observed air quality data used in this study is re-
leased hourly by the China National Environmental Monitoring Centre
(CNEMC) on its platform. This data includes the Air Quality Index (AQI)
and the concentrations of PM2.5, PM10, SO2, NO2, CO, and O3. As shown
in Fig. 1, our study area is primarily in East China, spanning 110◦E
to 130◦E and 20◦N to 40◦N. We select 50 stations out of 200 in the
study area, ensuring that stations with less than 5% missing data were
chosen as experimental subjects. Our dataset contains hourly PM2.5
concentration data from 2020 to 2022, and the missing data was filled
using linear interpolation.
3 
3.2. Continuous wind–field data

The wind data is obtained from ERA5, the fifth-generation ECMWF
reanalysis for the global climate and weather (Hersbach et al., 2020).
We collect 10-m wind data from 2020 to 2022 for our study area, with a
spatial resolution of 0.25◦ in both longitude and latitude. The temporal
resolution is 1 h to match the PM2.5 data.

4. Proposed method

4.1. Problem definition

Definition 1. The PM2.5 forecasting is a typical time series problem,
where the future concentration of PM2.5 is forecasted based on the
concentration and meteorological information over a past period:

𝑋𝑛
𝑡+1 ← (𝑋𝑛

𝑡−𝑟,… , 𝑋𝑛
𝑡 , 𝑊𝑡−𝑟,… , 𝑊𝑡), (1)

where 𝑋𝑛
𝑡 is the vector which represents the PM2.5 concentrations of

𝑛 number of stations at time 𝑡, while 𝑊𝑡 represents the meteorological
variables at time 𝑡.

Definition 2. We propose a directional graph 𝐺 = (𝑉 , 𝐸) to describe
the geographical topological structure of stations. Due to the long-
term invariance of geographical relationships, we define it as a static
graph, in contrast to the dynamic wind–field graph. 𝑉 = {𝑣1, 𝑣2,… , 𝑣𝑛}
denotes the PM2.5 monitoring stations in our study. 𝐸 = {𝑒1, 𝑒2,… , 𝑒𝑚}
represents the impact of geographical conditions on the dispersion of
PM2.5 between stations. The edges are represented by adjacency matrix
𝐴𝑔 ∈ 𝑅𝑁×𝑁 . The elements of 𝐴𝑔 are obtained through learning. 𝑎𝑖𝑗 is
initialized as the reciprocal of distance and will be zeroing if less than a
certain value. Notably, 𝑎𝑖𝑗 is not equal to 𝑎𝑗 𝑖 because of the asymmetry
of geography, which is the reason for using the directional graph.

Definition 3. The wind–field varies over time in the prediction pro-
cess, so we introduce 𝐺𝑡 = (𝑉 , 𝐸𝑡) to represent the dynamic wind–field
graph, where 𝐸𝑡 = {𝑒𝑡1, 𝑒𝑡2,… , 𝑒𝑡𝑚} represents the impact factor of wind–
field between stations at time 𝑡. 𝐴𝑡

𝑤 ∈ 𝑅𝑁×𝑁 is the adjacency matrix of
wind–field at time 𝑡. Then we propose a semi-dynamic directed graph
by combining the two graphs. The edges of the graph are obtained
by combining static and dynamic edges to represent the invariant and
changing parts of the spatial relationship between stations.

4.2. The overall framework

Since the spatiotemporal graph contains the inherent and dynamic
relationship between nodes, we propose a Graph Convolution Long
Short-Term Memory using Dynamic Geographical Information. The
structure of the model is shown in Fig. 2. The dynamic graph convo-
lutional layer captures the spatial correlation of the connected nodes
by combining two graphs. The static graph learned from the model
represents the invariant inherent relationship and the dynamic graph
from inputs represents the constantly changing external relationship
between nodes (i.e., the constantly changing wind–field between sta-
tions). Conducting dynamic graph convolution on historical data, the
hidden layer containing time series information can be obtained. Then,
using the temporal aggregation layer, time dependencies are extracted
from the hidden layer by LSTM, and the final prediction results are
generated by a fully-connected layer.
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Fig. 2. The structure of DGGNN model.
4.2.1. Calculation of wind–field
To extract the wind–field relationships between stations, we propose

a method to compute this relationship from the original gridded wind–
field data. The algorithm comprises two steps. The first step involves
selecting the grid points deemed influential. This is achieved by defin-
ing the line between two stations as the midline and then drawing
a square based on this midline. All grid points that fall within this
square are considered influential and are selected for further analysis,
as illustrated in Fig. 3.

The second step is to aggregate the wind data from the selected grid
points. The wind data consists of two components: the 𝑢-component,
which represents the horizontal wind moving towards the east, and the
𝑣-component, which represents the horizontal wind moving towards
the north. Since PM2.5 does not always disperse directly from one
station to another and may be influenced by various wind paths, we use
4 
two directed edges (𝑤𝐴𝐵 and 𝑤𝐵 𝐴) to describe the relationship between
the stations, accounting for the bi-directional influence of the wind:
⎧

⎪

⎨

⎪

⎩

𝑤𝐴𝐵 = 1
𝑛
∑

(⃖⃖⃗𝑤𝑝𝑖, ⃖⃖⃖⃖⃖⃗𝐴𝐵) × 𝑑𝑖, ⃖⃖⃗𝑤𝑝𝑖 × ⃖⃖⃖⃖⃖⃗𝐴𝐵 > 0,

𝑤𝐵 𝐴 = 1
𝑛
∑

(⃖⃖⃗𝑤𝑝𝑖, ⃖⃖⃖⃖⃖⃗𝐴𝐵) × 𝑑𝑖, ⃖⃖⃗𝑤𝑝𝑖 × ⃖⃖⃖⃖⃖⃗𝐴𝐵 < 0,
(2)

where ⃖⃖⃗𝑤𝑝𝑖 is the wind–field of grid point 𝑝𝑖 and ⃖⃖⃖⃖⃖⃗𝐴𝐵 is the direction
vector from station 𝐴 to station 𝐵, with 𝑛 equals the number of
grid points included in the calculation. By performing the vector dot
product, we obtain the component of the wind in the direction of two
nodes, and it can be calculated from the 𝑢, 𝑣 components:

(⃖⃖⃗𝑤𝑝𝑖, ⃖⃖⃖⃖⃖⃗𝐴𝐵) = 𝑢 ⋅ cos
𝐷𝐴𝐵 × 𝜋

180
+ 𝑣 ⋅ cos

(𝐷𝐴𝐵 − 90) × 𝜋
180

, (3)

where 𝐷 represents the azimuth from 𝐴 to 𝐵.
𝐴𝐵
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Fig. 3. Select region and calculate wind–field relationship.
The wind far from the direct path of 𝐴 and 𝐵 has less impact.
Therefore, we introduce 𝑑𝑖 as a distance penalty coefficient to assign
weights for the point at different positions:

𝑑𝑖 =
𝑑𝐴𝐵

𝑑𝐴𝑖 + 𝑑𝐵 𝑖
, (4)

where 𝑑𝐴𝐵 , 𝑑𝐴𝑖 and 𝑑𝐵 𝑖 represent the distance of (𝐴, 𝐵), (𝐴, 𝑖) and (𝐵 , 𝑖).
Notably, we calculate the wind from 𝐴 to 𝐵 and from 𝐵 to 𝐴

separately. Thus the component will only be added to 𝑤𝐴𝐵 if it is from
𝐴 to 𝐵 and vice versa.

4.2.2. Spatial convolutional module for capturing spatial information
Graph Convolution Network (GCN) is an approach to aggregate

spatial information of non-Euclidean space, which leverages the advan-
tages of both GNN and CNN (Kipf and Welling, 2016). In GCN, the
propagation between layers can be shown as follows:

𝐻 𝑙+1 = 𝜎(𝐷̃− 1
2 𝐴̃𝐷̃− 1

2 𝐻 𝑙𝑊 𝑙), (5)

where 𝐻 𝑙 denotes the input from the last layer. 𝑊 𝑙 is the trainable
weight of this layer. 𝐴̃ is derived from the following:

𝐴̃ = 𝐴 + 𝐼 , (6)

where 𝐴 is the adjacency matrix of the graph to add the node relation-
ships information to model, and 𝐼 represents the identity matrix.

The normalized adjacency matrix can be represented as 𝐴̂:

𝐴̂ = 𝐷̃− 1
2 𝐴̃𝐷̃− 1

2 , (7)

where 𝐷̃ is the degree matrix of 𝐴̃, and 𝐷̃− 1
2 𝐴̃𝐷̃− 1

2 is to perform matrix
normalization with the degree. It is a strategy of weighted averaging,
which ensures nodes with different degrees having different magnitudes
of impact.

In the PM2.5 forecasting problem, understanding the impact of geo-
graphical and meteorological factors on spatial dispersion is crucial for
both prediction accuracy and model interpretability. The wind–field is
the main factor driving the dispersion of PM2.5, dictating how pollutants
are transported across regions. Its dynamic nature is represented by a
dynamic graph, capturing temporal variations in wind speed and direc-
tion. Meanwhile, geographical factors, which influence wind patterns
through features such as terrain and land use, are captured in a static
graph that represents the inherent and invariant spatial relationships
between stations.

Specifically, if 𝑒𝑡𝑖𝑗 represents the impact of node 𝑣𝑗 obtained from 𝑣𝑖
at time 𝑡, we considered it will be determined by three parts. That is
to say that the PM2.5 concentration of 𝑣𝑖, the wind–field state and the
geography between the nodes jointly have an impact on the dispersion.
As a result, the 𝑒𝑡𝑖𝑗 is obtained as follows:

𝑒𝑡𝑖𝑗 = 𝑎𝑡𝑤(𝑖𝑗)𝑎𝑔(𝑖𝑗)𝑥
𝑡
𝑖, (8)

where 𝑎𝑡𝑤(𝑖𝑗) represents the wind–field from 𝑣𝑖 to 𝑣𝑗 at time 𝑡, and
𝑎𝑔(𝑖𝑗) represents the weaken or strengthen effect on the wind–field by
geographical relationship from 𝑣 to 𝑣 . Then the impact 𝑒𝑡 to 𝑣 can
𝑖 𝑗 𝑗 𝑗

5 
be represented as:

𝑒𝑡𝑗 =
𝑛
∑

𝑖=1
𝑎𝑡𝑤(𝑖𝑗)𝑎𝑔(𝑖𝑗)𝑥

𝑡
𝑖, (9)

𝑒𝑡𝑗 = (𝐴𝑡
𝑤(𝑗)◦𝐴𝑔(𝑗))𝑋𝑡, (10)

where the Hadamard product (◦) represents multiplying the elements
of the corresponding position in the wind matrix 𝐴𝑡

𝑤(𝑗) and geography
matrix 𝐴𝑗 .

Then we structure a model based on the GCN, which is more tailored
to PM2.5 forecasting. First, we replace the binary adjacency matrix with
a numerical matrix to introduce weights information of edges:

𝐴𝑡 = 𝐴𝑡
𝑤◦𝐴𝑔 , (11)

𝐴𝑡 is the adjacency matrix at time 𝑡, which is derived from the combi-
nation of the wind–field matrix 𝐴𝑡

𝑤 and the geographical matrix 𝐴𝑔 . 𝐴𝑡
𝑤

is an input computed by real-world wind data. 𝐴𝑔 is obtained through
training and the elements measure the weaken or strengthen effect on
the wind–field of the geography between stations.

𝐴̃𝑡 = 𝐴𝑡 + 𝜆𝐼 , (12)

𝜆𝐼 is the self-loop term. In this scenario, it can be explained as the
natural dissipation of the station’s PM2.5 concentration proportional to
itself. 𝐼 is the identity matrix and the coefficient 𝜆 is a hyperparameter
to control the weight of the node’s own influence to itself.

The standard GCN uses a symmetric normalization method based
on degrees, which does not fit in the directional and weighted graphs.
Therefore, we use random walk normalization to normalize the adja-
cency matrix.

𝐴̂𝑡 = 𝐷−1𝐴̃𝑡, (13)

where 𝐷−1 represents the inverse matrix of the degree matrix 𝐷. The
sum of the weight in each row of the adjacency matrix becomes 1 after
normalization. Then the next layer can be obtained by multiplying the
processed adjacency matrix with the input:

ℎ𝑡 = 𝐴̂𝑡𝑋𝑡𝑊 𝑡, (14)

ℎ𝑡 = 𝐷−1(𝐴𝑡
𝑤◦𝐴𝑔 + 𝜆𝐼)𝑋𝑡𝑊 𝑡, (15)

For an sequence input (𝑋𝑡−𝑙+1,… , 𝑋𝑡) of length 𝑙, there is also a
dynamic graph of length 𝑙 along with its corresponding adjacency ma-
trices (𝐴𝑡−𝑙+1,… , 𝐴𝑡). The inputs and adjacency matrices are matched
one-to-one based on the time steps, individually processed through the
graph convolution module and concatenated into a complete output of
the same length 𝑙.

𝐻 = [ℎ𝑡−𝑙+1,… , ℎ𝑡]. (16)
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4.2.3. Temporal aggregation module for capturing time information
The spread of PM2.5 is limited by the speed of the wind–field.

The impact between stations may not always manifest immediately,
especially during long-range effects. Therefore, not just the previous
time stamp, but also the wind–field and PM2.5 concentration from the
previous period should be considered in the dispersion of PM2.5.

Therefore, we introduce a temporal aggregation layer to capture
the long-term dependencies in the dispersion of PM2.5. The module is
mainly composed of LSTM for its ability to dynamically capture short-
and long-term dependencies. Long Short-Term Memory (LSTM) is a
ype of artificial neural network model commonly used for processing

sequential data (Hochreiter and Schmidhuber, 1997). It is a specialized
orm of Recurrent Neural Networks (RNNs) designed to address issues

such as vanishing gradients or exploding gradients encountered by
traditional RNNs when dealing with long sequences. Compared to
Transformer, LSTM has a simpler architecture and higher computa-
tional efficiency for moderate sequence lengths. As another common
method, temporal convolution is less effective than LSTM in capturing
long-term dependencies.

The core structure of a LSTM consists of units, each comprising an
nput gate, a forget gate, an output gate, and a cell state. These gate

units control the flow of information through learning, allowing the
model to selectively ignore or store information from input data and
etermine when to output the internal state of the model.

Specifically, the input gate (𝑧𝑖) controls the updating of the cell state
ith new input data; the forget gate (𝑧𝑓 ) regulates the influence of past

cell states on the current state; the output gate (𝑧𝑜) determines what
output is produced from the current state:

𝑧 = 𝑡𝑎𝑛ℎ(𝑊 [𝑥𝑡, ℎ𝑡−1]), (17)

𝑧𝑖 = 𝑠𝑖𝑔 𝑚𝑜𝑖𝑑(𝑊 𝑖[𝑥𝑡, ℎ𝑡−1]), (18)

𝑧𝑓 = 𝑠𝑖𝑔 𝑚𝑜𝑖𝑑(𝑊 𝑓 [𝑥𝑡, ℎ𝑡−1]), (19)

𝑧𝑜 = 𝑠𝑖𝑔 𝑚𝑜𝑖𝑑(𝑊 𝑜[𝑥𝑡, ℎ𝑡−1]), (20)

where 𝑥𝑡 and ℎ𝑡−1 represent the current input and the previous hidden
state.

Then the cell state will be updated. The input gate determines how
much of the new information should be added to the cell state, while
he forget gate decides how much of the previous cell state should be
etained.

𝑐𝑡 = 𝑧𝑓◦𝑐𝑡−1 + 𝑧𝑖◦𝑧, (21)

At last, the output (𝑦𝑡) and next hidden state (ℎ𝑡) can be obtained as
ollows:

ℎ𝑡 = 𝑧𝑜◦𝑡𝑎𝑛ℎ(𝑐𝑡). (22)

4.2.4. Prediction output module
The result of spatial convolution will be input into the LSTM layer to

ntegrate the temporal information from the time series. By capturing
he long-term dependencies, the delay of propagation between nodes
ill not be ignored. Finally, we use a fully connected layer as a decoder

to transform the hidden layer to the prediction output aggregating the
spatial and temporal information. The output can be expressed as:

𝑋𝑙+1 = 𝜙𝑓 𝑐 (ReLU(𝜙𝑡(ReLU(𝜙𝑠(𝑋𝑙))))), (23)

where 𝜙𝑠 is the spatial convolutional module, and represents the semi-
dynamic directional graph convolutional module here. ReLU(⋅) is the
rectified linear unit as an activation function. 𝜙𝑡 is the temporal ag-
gregation module and 𝜙𝑓 𝑐 is the fully connected layer. Despite its
uncomplicated structure, the most distinct improvement of our model is
the introduction of combining a learnable static graph with a dynamic
raph. This is an improvement to edge embedding, allowing edge
eights to better reflect the various relationships between nodes.
6 
5. Experiment

In this section, we conducted a series of experiments to evaluate
the performance of the proposed model. We also compared the per-
formance of our model with some existing methods such as LSTM,
GC-LSTM and STGCN.

5.1. Experiment settings

We used 3-year (2020–2022) hourly PM2.5 and wind–field data as
our experimental dataset. The entire dataset was randomly divided into
a training set (80%), a validation set (10%) and a test set (10%). This
division was based on time rather than stations, as the forecasting
process relies on the unique relationships between stations learned
during training. The input comprises historical hourly data for PM2.5
over a 12-h period, while the output entails forecasting the PM2.5 data
for the next 36 h.

To evaluate the PM2.5 forecasting performance of these models, we
used Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE)
as performance metrics. The calculations are shown below:

MAE = 1
𝑛

𝑛
∑

𝑖=1
|𝑦̂𝑖 − 𝑦𝑖|, (24)

RMSE =

√

√

√

√

1
𝑛

𝑛
∑

𝑖=1
(𝑦̂𝑖 − 𝑦𝑖)2, (25)

where 𝑦̂𝑖 and 𝑦𝑖 denote the predicted value and the true value of the
th sample.

5.2. Baselines

We selected five baselines for comparison:
(1) Long Short Term Memory (LSTM). LSTM is a type of Recurrent

Neural Network (RNN) architecture designed to overcome the vanish-
ing gradient problem in standard RNNs. We used a typical LSTM to
compare with our model. The comparison aims to demonstrate the
importance of spatial information in PM2.5 forecasting (Zhao et al.,
2019).

(2) Convolutional Neural Network-Long Short-Term Memory (CNN-
LSTM). CNN-LSTM utilizes CNN to learn features from both temporal
and spatial dimensions, and process the long-term dependencies of time
series data by LSTM. There have been some studies on its performance
n PM2.5 prediction problem (Li et al., 2020).

(3) Graph Convolutional Long Short-Term Memory (GC-LSTM). GC-
LSTM is a model that combines GCN with LSTM. The model leverages
he spatial information captured by GCNs to enhance the predictive ca-
abilities of LSTM for time series forecasting tasks on graph-structured
ata. By incorporating both spatial and temporal dependencies, GC-
STM can effectively model the complex dynamics present in such
ata (Qi et al., 2019).

(4) Graph Attention Networks Long Short-Term Memory (GAT-
LSTM). GAT is a commonly used graph network architecture, which
aggregates the nodes’ features by global or mask graph attention.
Similar to GC-LSTM, GAT-LSTM can be applied in graph-based time
series prediction as well (Han et al., 2021).

(5) Spatial–Temporal Graph Convolutional Network (STGCN). STG
N is a model used for handling spatio-temporal sequence data. STGCN

s widely applied in fields such as traffic flow forecasting, pedestrian
low forecasting, and meteorological data analysis. It is designed to
ackle complex relationships in both spatial and temporal dimensions,
everaging the advantages of Graph Convolutional Networks (GCNs) in

dealing with graph-structured data (Yu et al., 2017).
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Fig. 4. Line and scatter plots on 6-h horizon.
Table 1
The results of models.

Model Metric 6 h 12 h 18 h 24 h 30 h 36 h
LSTM RMSE 13.59 14.23 14.56 14.68 15.03 15.50

MAE 9.89 10.30 10.48 10.58 10.85 11.21

CNN-LSTM RMSE 11.66 13.86 14.55 14.53 14.75 15.27
MAE 8.04 9.79 10.24 10.34 10.60 11.02

GC-LSTM RMSE 11.74 13.02 13.57 13.65 13.91 14.42
MAE 8.35 9.26 9.66 9.75 9.97 10.38

GAT-LSTM RMSE 13.68 13.65 13.75 13.77 13.90 14.32
MAE 9.71 9.73 9.74 9.82 9.94 10.29

STGCN RMSE 11.83 12.90 13.93 14.19 14.64 14.91
MAE 8.21 8.99 9.73 10.01 10.45 10.78

DGGNN RMSE 11.63 12.21 12.45 12.51 12.77 13.36
MAE 8.15 8.63 8.77 8.87 9.08 9.54

5.3. Comparison of model performance

We conducted a series of experiments to compare the performance
of DGGNN with the baseline models (LSTM, CNN-LSTM, GC-LSTM,
GAT-LSTM and STGCN). The specific results are shown in Table 1. The
best result for each metric is highlighted in bold font. From the results,
we can observe that the spatial–temporal convolutional models outper-
form the simple temporal sequence model (LSTM) significantly, which
is expected. It demonstrates the crucial role of spatial convolution in
PM2.5 forecasting.

Overall, our proposed model achieved the best performance across
almost all metrics. CNN-LSTM achieves better in the short-term fore-
cast, it is due to the more complicated temporal convolution. Then the
performance of CNN-LSTM tends to be similar to LSTM, and starts to
widen the gap by the graph-based models. We believe that in short-
term forecasting of PM2.5, the concentration is highly correlated with
the historical states of the nodes themselves, as the spatial dispersion
of PM2.5 between nodes takes time. And the spatial correlation may
become more pronounced in long-term PM2.5 forecasting. That explains
the performance of CNN-LSTM, and proves that CNN is unable to
capture spatial information in non-Euclidean space well compared to
GNN.

The long-term performance of GAT-LSTM and GC-LSTM is similar
for the same graph structure used in both models, and it proves that
7 
GAT and GCN have similar spatial information learning abilities. Dif-
ferent from other models that directly generate the whole time series
predictions, the results of STGCN are generated hourly in our experi-
ments. Therefore, the comparison does not have special significance.
Through the results, we can find that the advantages of our model
become more evident with increasing time spans. That is because the
advantages are provided by the improvement of the spatial convolution
module, which originally introduced the combination of wind–field and
geographical information.

To further compare the performance of these models, we used
the line charts and scatter plots showing the observed values and
predicted values for the 6 h, 12 h, 24 h and 36 h forecasts in Figs. 4–7,
respectively. The scatter plots contained the results of all stations on
the entire test set, and the line charts used the results of one station
(the 28th station located at 118.29◦E, 29.70◦N). Through the line
charts, we can observe that DGGNN exhibits fewer faults in estimating
certain high and low points of PM2.5 compared with other models. By
fitting the predicted values and observed values of different models,
our model also achieves the best result. The correlation coefficients
(𝑅2) of 6 h, 12 h, 24 h and 36 h horizons are 0.71, 0.70, 0.69, and
0.63, respectively. It is significantly better than LSTM (0.62, 0.60, 0.57,
0.51) and GC-LSTM (0.70, 0.66, 0.63, 0.57). Although slightly inferior
to STGCN on 6 h forecast (0.72), the results of 12 h, 24 h and 36 h
still outperform STGCN (0.65, 0.60 and 0.56) a lot. The enhancement
of our model is particularly evident on the 24 h and 36 h forecasts.

One of the main objectives of PM2.5 forecasting is to enable people to
make a healthy travel plan. Therefore, it is crucial to predict days with
severe PM2.5 pollution accurately. In Fig. 8, we compared the average
recall rates of different models in predicting severe pollution. According
to air quality standards, we selected thresholds of 75 μg∕m3, 115 μg∕m3,
and 150 μg∕m3 to classify pollution levels. For weather conditions with
mild pollution or above (≥75 μg∕m3), our model achieved a recall of
74.55%, higher than LSTM (69.35%), GC-LSTM (69.47%) and STGCN
(71.38%). For moderate pollution or above (≥115 μg∕m3), the result
in comparison are 72.37% and 66.08%, 66.18%, 66.33%. For heavily
pollution (≥150 μg∕m3), the results are 65.41% and 63.30%, 59.78%,
55.11%.

This performance superiority of the DGGNN model in severe pollu-
tion prediction can be attributed to its integration of wind–field data,
which enables the dynamic graph to capture spatial relationships and
pollutant dispersion patterns effectively. The wind–field integration al-
lows the model to account for the directional flow of pollutants, which
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Fig. 5. Line and scatter plots on 12-h horizon.
Fig. 6. Line and scatter plots on 24-h horizon.
plays a significant role during high-pollution weather events. Moreover,
the combination of static and dynamic graphs in DGGNN enhances
the model’s capability to represent both the inherent geographical
relationships and the dynamic meteorological influences. These design
components collectively enable the model to generate more accurate
predictions for heavily polluted weather conditions.

To gain deeper insights, we performed an error analysis for all
stations individually, as illustrated in Fig. 9 By comparing prediction
errors across stations, we observed that stations with poorer perfor-
mance (Stations 1, 19, 21, 22, and 31) tend to have relatively few
neighboring stations (fewer than 5), which may indicate that limited
spatial relationships contribute to lower accuracy. However, as the
number of neighbors increases, no clear trend of further performance
improvement was observed. This suggests that, due to significant dif-
ferences between stations, the quantity of spatial information alone is
not the primary determinant of prediction accuracy. The accuracy for
8 
each station may also be influenced by various other factors, such as
sources of air pollution, seasonal variations, and local wind patterns.

5.4. Ablation study

In order to verify the impact of each module on the proposed model
individually, we conducted a series of ablation experiments. The entire
spatial convolutional module or the temporal aggregation module is
removed to consider the spatiotemporal correlation. And we removed
some information in the spatial module from the complete model to
investigate their influence to the prediction of PM2.5 dispersion, which
include the geographical matrix 𝐴𝑔 or the dynamic wind–field matrix
𝐴𝑤. The Fig. 10 shows the distinction in performance among these
models.

According to the results, removing the entire spatial or temporal
module leads to a significant decline in performance. Referring to
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Fig. 7. Line and scatter plots on 36-h horizon.
Fig. 8. The recall of different models.

the average across all horizons, there is a 18.1% performance decline
without the spatial module and a 18.8% without the temporal module,
which demonstrates the spatial and temporal information are both
indispensable for the prediction of PM2.5 dispersion.

Then we focused on analyzing the role of each part of the spatial
convolution module in extracting spatial information between stations.
When spatial information including distance and wind–field data has
been removed, only the adjacency matrix remains, which contains ex-
tremely weak geographic information (consisting solely of unweighted
edges between stations), the model’s performance dropped a lot due
to the lack of spatial information. If specific distance information is
introduced, the performance will be greatly improved, which proves
the fundamental and decisive role of distance information in PM2.5
dispersion. On this basis, we compared the results when the wind–
field matrix 𝐴𝑤 or the learnable geographical matrix 𝐴𝑔 is introduced.
The former is similar to some previous methods, achieving better
performance due to the introduction of graph dynamics, with only
a 8.0% performance loss compared to the final model. While the
latter unexpectedly achieved good results despite the lack of wind–field
information, proving that introducing learnable matrices to capture
intrinsic relationships is a feasible method, and it can, in fact, have
different physical interpretations in models with varying structures. In
9 
the end, the complete model which incorporates all of these spatial
information achieved the best results, especially when the prediction
length exceeds 12 h.

We also examined the model’s performance in predicting individual
stations, considering the actual geographic conditions. The Fig. 11
shows the performance gap of the models at two stations with dif-
ferent geographic conditions. The monitoring station A is located in
Hangzhou, Zhejiang, situated in a plain region. The unobstructed
PM2.5 dispersion in this area leads to only a modest improvement in
our model’s performance. However, for the monitoring station B in
Wenzhou, Zhejiang, where is surrounded by mountains, the role of the
matrix for geographic information is amplified. And the performance
our model is much better than the model only with wind–field and
distance information.

6. Conclusion

In our study, we propose a Dynamic Geographical Graph Neural
Network model DGGNN to incorporate more comprehensive PM2.5
dispersion relationships between stations into PM2.5 forecasting. Unlike
prior GNN-based methods that primarily construct graphs based on
the explicit spatial distances between stations, our approach uniquely
integrates the inherent relationships between stations into the graph
representation. Specifically, we constructed a dynamic graph derived
from wind–field data to capture the temporal dynamics of pollutant
dispersion and a static graph to represent the invariant geographical re-
lationships. Through the model, these hidden relationships are learned
and leveraged to improve prediction accuracy and interpretability.
The integration of static graph learning with spatio-temporal feature
extraction, implemented through GCN and LSTM modules, allows for
a more nuanced understanding of PM2.5 transport mechanisms. The
results of our experiments indicated that the proposed model achieved
better performance in fitting and forecasting than LSTM, GC-LSTM and
STGCN using RMSE and MAE as metrics, with significant improvement
in the longer-term forecasts (24-h, 30-h and 36-h). By comparing recall
rates, our model could predict the occurrence of high-pollution weather
more accurately.

Despite the promising results, several limitations remain. The sub-
stantial increase in the number of stations in real-world scenarios
poses a significant challenge to the computational complexity of GNNs.
Additionally, the dynamic graphs introduce dependencies that hin-
der computational parallelism, highlighting another area in need of
optimization. Furthermore, while our approach demonstrates strong
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Fig. 9. Prediction error for different horizons of 50 stations.

Fig. 10. Ablation experiment result.

Fig. 11. Ablation experiment result of different stations.
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performance on PM2.5 forecasting using data from East China, its gener-
alizability to other regions with differing geographical and meteorolog-
ical dynamics remains untested. This raises the need for future studies
to validate the model’s applicability across diverse environments.

There are some aspects to optimize our model: (i) incorporating
real-world geographic information into the model, such as detailed
opographical data or urban features, to improve spatial understanding,
ii) achieving a balance between the complexity of dynamic graphs
nd computational efficiency, (iii) employing an improved structure to

better integrate spatial and temporal convolution modules.
In the future, we will extend the method to more regions and pol-

utants. Considering that inherent relationships between nodes always
xist, the method is also worthy of validating the dynamic graph in
ome other domains.
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